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Summary: In this paper the main results from the fields of Boolean equations [image: image2.png]fxy



and Boolean inequations 
[image: image4.png]gx) =0



will be presented. Some new results from the generalized systems of equations will be described as well.
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1. INTRODUCTION

Boolean equations have been studied from the end of the nineteenth century till today. Many authors researched Boolean equations. Particularly, great contribution to the field of Boolean equation was given by Löwenheim. There are various forms of the solutions of Boolean equation. The basic facts of Boolean equations and their solutions can be found in Rudeanu’s book [7]. The results published after 1974 are presented in [8]. Boolean inequations were considered first by Schröder [8]. The newer results can be found in [2] and [3].
2. BOOLEAN FUNCTIONS
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 be a Boolean algebra and n be a natural number. 
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In the sequel [image: image32.png]


 will be omitted.

Theorem 1. The function [image: image34.png]


 is Boolean if and only if it can be written in the canonical disjunctive form
                              [image: image36.png]fX) = U, FlA)x4




where [image: image38.png]


 means  the union over the all [image: image40.png]Aef{01)"



.    

For example, a function [image: image42.png]


  can be written as 

[image: image44.png]F(0.0)x'y U f(0.1)x'y U f(1.0)xy' U f(1L.1)xy



.

3. BOOLEAN EQUATIONS

A Boolean equation in [image: image46.png]


unknowns over a Boolean algebra [image: image48.png]


is the equation of the form [image: image50.png]fX) = g(X).



where 

[image: image52.png]


 are Boolean function. Similarly, Boolean subsumption in n unknowns is of the form 
[image: image54.png]fX) = g(X).



  

Theorem 2 [7]. Every Boolean equation, subsumption or system of Boolean equations/subsumption is equivalent to a single Boolean equation of the form [image: image56.png]f(X) = 0.




To solve a Boolean equation [image: image58.png]f(X) =0



 means to determine all [image: image60.png]X e B"



such that [image: image62.png]f(X) =0



 holds i.e. to determine the set [image: image64.png]S ={X|f(X) = 0AX € B")



.  Note that [image: image66.png]f(X) =0 X € S




Theorem 3 [7]. Let  [image: image68.png]B" =B




 be a  Boolean functions. The equation f(X) = 0 is consistent (has a solution)

if and only if [image: image70.png][1.f(4)




 where [image: image72.png]


 means the product over the all [image: image74.png]A e [01)"
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Definition 2. Let  [image: image78.png]F.

LE:B" =B



be Boolean functions and [image: image80.png]


 The formula [image: image82.png]X = F(T)



 or in scalar form [image: image84.png]


 defines the general solution of the consistent Boolean equation [image: image86.png]f(X)y=10



if and only if, for every [image: image88.png]X € B”



,
[image: image89.png]fF(X)) = 0A(f(X) =0= 3N X




One can prove that the previous formula is equivalent to [image: image91.png]f(X) = 0 & (3T)X = F(T).




Theorem 4 [6]. Assume that the equation  [image: image93.png]cx U dx'

0



 is consistent. Then
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for all [image: image99.png]


 Note that the formula[image: image101.png]x = c't udt



represents the general solution of [image: image103.png]



Theorem 5 [4]. Let [image: image105.png]B" =B




  be a Boolean function. If [image: image107.png]f(Q) =0



 then
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for all [image: image110.png]X € B”



, i.e.  the formula[image: image112.png]X = f (T v f(TQ



represents the general solution of [image: image114.png]f(X) = 0.




Method of successive eliminations is very popular method for solving Boolean equations. The main idea for the method of successive eliminations can be presented using Boolean equation with two unknowns. Namely,  the equation with two unknowns  [image: image116.png]f(0.0)x'y U F(0.1)x"y U f(1.0)xy' U f(1.1)xy




can be written as 
(1)            [image: image118.png]X'(Y'f(0,0) u £(0.1)y) U x(f(1L.0)y' U f(L1)y





The equation (1), by [image: image120.png]


, is consistent if and only if [image: image122.png](F(0.0)y"u FOO.W(F.0y'U FOA DY =0



i.e. [image: image124.png]£(0,00f(1,0)y"u F(0.1)f(1.1)y = 0.



 This equation is consistent if and only if  [image: image126.png]£(0,00f(1,00f(0.1)f(1.1)




by Theorem 3, and its general solution is [image: image128.png](f0.1)f(1. 102 u £(0,0)f(1,0)p", by Theorem 3.





Substituting [image: image130.png]


in (1) we get the equation by [image: image132.png]


, which can be easy solved.
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Theorem 6 [1].  Let [image: image138.png]B" =B




  be a Boolean function. If [image: image140.png]f(X) =0



 is consistent then, for every [image: image142.png]X e B",
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,

where, for every [image: image154.png]


 is a permutation of [image: image156.png]{0,1)".




4. GENERALIZED SYSTEMS OF BOOLEAN EQUATIONS 

Many problems of optimization in databases reduce to the solution of systems consisting of Boolean equations and Boolean inequations. Generally speaking, when we refer to a system of equations of any kind, we understand that those equations are linked by conjunction. The idea of a generalized system of equations is to link those equations by any logical operation, not merely conjunction.

Definition 2. The generalized systems of Boolean equations (GSBE) over a Boolean algebra B are defined as follows:

1. every Boolean equation [image: image158.png]f(X) =0



 is a GSBE;

2. the negation, conjunction and disjunction of any GSBE’s is a GSBE;

3. every GSBE is obtained by applying rules 1. and 2. finitely many times.

Unfortunately, the problem of solving GSBE in an arbitrary Boolean algebra is far from being solved in a satisfactory manner. There are partial results only.  

Let [image: image160.png]B" - B




 be a Boolean function. The relation [image: image162.png]f(X)y =0



is called Boolean inequation.

Theorem 7 [2].  Let [image: image164.png]B" -~ Bb




e a Boolean function.  If [image: image166.png]f(P) =0



 and [image: image168.png]X = f(T)T u PF'(T)



then
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 for all [image: image172.png]


 [image: image174.png]B"



.

Example 1. Let [image: image176.png]B =1{01la.ca"



. Consider the following Boolean inequation [image: image178.png]ax U a'x = 0



. It is obvious that [image: image180.png]


 satisfies [image: image182.png]ax U a'x’ = 0.



 In accordance with Theorem 7, we get

[image: image184.png]x = t(atuathul-(atuca’) =at



     
Taking [image: image186.png]t e {0,.Laa'}



the formula [image: image188.png]at



 gives [image: image190.png]


or [image: image192.png]


. One can check that the set of all the solutions of the inequation [image: image194.png]ax Ua'x" = 0



 is [image: image196.png]0,1, a}



. Note that the formula [image: image198.png]at



, obtained by Theorem 7, doesn't determine all the solutions of the inequation [image: image200.png]ax U a'x’ = 0



. One can prove that there is not Boolean function [image: image202.png]


 which determine all the solutions of [image: image204.png]ax U a'x’ = 0.




To describe all the solutions of an inequation [image: image206.png]f(x) = 0



, where [image: image208.png]


 is a Boolean function, we shall use the Boolean function with two variables.
Remark. Note that [image: image210.png]f(X) 20 @Ap)p = 0AfX) = p).




In accordance with Remark 1, to solve a Boolean inequation [image: image212.png]f(X) =0



 means to determine all [image: image214.png]


 such that  

[image: image216.png](3p)(p = OAF(X) = p)



. 

Let [image: image218.png]u+v=uv uw



, where [image: image220.png]u,v € B



. One can prove that [image: image222.png]= utv




Theorem 8 [7].  Let [image: image224.png]B" - B




 be a Boolean function . The inequation [image: image226.png]f(X)y = 0



 is consistent (has a solution) if and only if  [image: image228.png]UL fla)



≠ 0.
Theorem 9 [2].  Let  [image: image230.png]aub= 0



. Then, for every [image: image232.png]


,
[image: image233.png]ax ubx # 0 @p@EH(x
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Theorem 10 [2] Let [image: image235.png]aub= 0



. The function [image: image237.png]B" =B




 defined by [image: image239.png]g(t.p) = (a+p)t U (b+p)t



 is surjective.
Remark 2. Theorem 9  shows  that the values of the function g  "covers"  the set B. Some elements of [image: image241.png]


are the solutions  of  the inequation  [image: image243.png]ax U bx' = 0



, while the rest  of them  are the  solutions of  the equation [image: image245.png]ax U bx'

0



. The formula [image: image247.png]x = (a+p)au (b+p)t



 determines all the solutions of Boolean inequation  [image: image249.png]ax U bx' = 0



 and all the solutions of Boolean equation [image: image251.png]ax U bx'

0



. Namely, if we take [image: image253.png]


we get [image: image255.png]x = a't u bt'



 i.e. we get the formula which determines all the solutions of equation [image: image257.png]ax U bx'

0



, by Theorem 4. For [image: image259.png]p = 0



, we get the formula which determines all the solutions of inequation [image: image261.png]ax U bx' = 0



, by Theorem 9.

Theorem 11 [2]  Let [image: image263.png]B" - B




 be a Boolean function. If  [image: image265.png]f(X)y = 0



 is consistent then, for every [image: image267.png]X e B",




[image: image268.png]f(X) 2 0 & (3AT)(3Btpe WX = (Tt ) Ay, = 0ATLFA) <p < U, F(A)




where [image: image270.png]P(T.ty.q)



 represents the general solution of equation [image: image272.png]f(X) + ty,, =0



.
In order to solve inequation [image: image274.png]f(X) =0



, the various form of general solution of [image: image276.png]f(X) + ty,, =0



 can be used.

Theorem 12 [3].  Let [image: image278.png]


 be Boolean functions.  Suppose that the system

[image: image279.png]f(X) = 0Ag(X) =0




has a solution. Let [image: image281.png]X = #(T.p)



 expresses the general solution of equation [image: image283.png](fF(X)+p)ugX) =0



.  Then,  for every [image: image285.png]X € B"



,
[image: image286.png]XY Z0AGX) =0 ((EN = 0ATL(f(A) U g(A) = 2 = Uy f(AG'(A) A X = @(T.0))




Theorem 13. Let [image: image288.png]a,.b,c.d € B



. Then
[image: image289.png]axubx' £ 0Acxudx' = 0
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[image: image292.png]Ax=((a+p)ulc+q)tu((b+p)u(d+q))t'].




The proof of this theorem is based on the following equivalences

[image: image293.png]ax U bx' # OAcx udx = 0
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[image: image295.png]© (Fp)(3Fgq)p = 0Aqg = ONaxubx' + p = 0Acxudx' +q =0)
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